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Abstract

The most challenging limitation of the ratio estimation is that of deriving variance estimator that admits more than two auxiliary variables. This paper introduces a new calibration weights that prompt the formulation of a multivariate ratio estimator by the calibration tuning parameter subject to a pooled-calibration constraint. Analytical framework for deriving variance estimator that admits as many auxiliary variables as desired is developed. The efficiency gains of the proposed estimator vis-a-vis the Generalized Regression (GREG) Estimator are studied through simulation. Simulation results proved the dominance of the new proposals over existing ones.
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1 Introduction

[1] first introduced the ratio estimation in survey sampling. It is well known that the ratio [and product] estimators have the limitation of having efficiency not exceeding that of the linear regression estimator.
Consequently, since the discovery of ratio method of estimation; many authors have come up with various degrees of modifications of the ratio estimator for better performances. These authors include [2-13] among others.

In the progression for improved ratio estimators, [14] advocated the use of multiple auxiliary variables and proposed multivariate ratio estimator in simple random sampling. Following [14] estimator several other estimators using multiple auxiliary variables have been proposed by Researchers in Survey Theory. [15] has extended [14] estimator to the case where auxiliary variables are negatively correlated with the variable under study. Other authors [16-18] have equally proposed multivariate ratio estimators of various forms in survey sampling. The main objective of presenting these estimators was to reduce the bias and mean square errors.

[19] observed that most of these alternative ratio estimators depend on some optimality conditions that are hardly satisfy in practice and advocated the use of calibration estimation to address these problems. [20] first presented calibration estimators in survey sampling and calibration estimation has been studied by many Researchers in Survey Theory. A few key references include [21-29].

Several, related literature reviewed showed that tremendous work have been done on calibration estimation under the univariate ratio and univariate regression methods of estimation and much more on the multivariate regression estimation [ see 30-32], but the theory of calibration estimator for multivariate ratio estimation is not well known.

Consequently, this paper is an attempt at developing the theory of calibration estimator for multivariate ratio method of estimation in simple random sampling without replacement (SRSWOR) and stratified random sampling designs by introducing new calibration weights that prompt the formulation of multivariate ratio estimators by the calibration tuning parameter subject to a pooled-calibration constraint.

2 Basic Definitions and Notations

Consider a finite population \( U = \{U_1, U_2, ..., U_N\} \) of size \( N \). Let \((X)\) and \((Y)\) denote the auxiliary and study variables taking values \(X_i\) and \(Y_i\) respectively on the \(i\)th unit \(U_i(i = 1, 2, ..., N)\) of the population. It is assumed that \((x_i, y_i) \geq 0\), and information on the population mean \((\bar{X})\) of the auxiliary variable \((X)\) is known. Let a sample of size \((n)\) be drawn by simple random sampling without replacement (SRSWOR) based on which we obtain the means \((\bar{x})\) and \((\bar{y})\) for the auxiliary variable \((X)\) and the study variable \((Y)\).

Let the population \([U = \{U_1, U_2, ..., U_N\} \text{ of size } (N)]\) be divided into \(H\) strata with \(N_h\) units in the \(h\)th stratum from which a simple random sample of size \(n_h\) is taken without replacement. The total population size be \(N = \sum_{h=1}^{H} N_h\) and the sample size \(n = \sum_{h=1}^{H} n_h\), respectively. Associated with the \(i\)th element of the \(h\)th stratum are \(y_{hi}\) and \(x_{hi}\) with \(x_{hi} > 0\) being the covariate; where \(y_{hi}\) is the \(y\) value of the \(i\)th element in stratum \(h\), and \(x_{hi}\) is the \(x\) value of the \(i\)th element in stratum \(h\), \(h = 1, 2, ..., H\) and \(i = 1, 2, ..., N_h\).

For the \(h\)th stratum, let \(W_h = N_h/N\) be the stratum weights and \(f_h = n_h/N_h\) the sample fraction.

Let the \(h\)th stratum means of the study variable \(Y\) and auxiliary variable \(X\)

\[
\bar{y}_h = \frac{\sum_{i=1}^{n_h} y_{hi}}{n_h}; \bar{x}_h = \frac{\sum_{i=1}^{n_h} x_{hi}}{n_h}
\]

be the unbiased estimator of the population mean \((\bar{y}_h = i=1N_hy_{hi}/N_{h}; \bar{x}_h=i=1N_hx_{hi}/N_{h}\) of \(Y\) and \(X\) respectively, based on \(nh\) observations.

\[
S_{hx}^2 = \frac{1}{n_{h}-1}\sum_{i=1}^{n_h}(x_{hi} - \bar{x}_h)^2, \quad S_{hy}^2 = \frac{1}{n_{h}-1}\sum_{i=1}^{n_h}(y_{hi} - \bar{y}_h)^2, \quad S_{hxy} = \frac{1}{n_{h}-1}\sum_{i=1}^{n_h}(x_{hi} - \bar{x}_h)(y_{hi} - \bar{y}_h), \quad S_{hxxy} = \frac{1}{n_{h}-1}\sum_{i=1}^{n_h}(x_{hi} - \bar{x}_h)(x_{hi} - \bar{x}_h)(y_{hi} - \bar{y}_h), \quad S_{hxy} = 1/N_{h}-1i=1Nhx_{hi} - Xhi xhi - Xhi xhi, st+h=1HWx_{hi} and yst+h=1HWy_{hi}.
\]
3 Review of Existing Multivariate Estimators in Sampling Survey

This section gives a review of some existing multivariate estimators in survey sampling literature that are relative to this study under the simple random sampling and the stratified random sampling designs.

3.1 Simple random sampling

3.1.1 Generalized Regression (GREG) estimator

[33], proposed the regression estimator using single auxiliary information. [34] introduced the Generalized Regression (GREG) Estimator while [35] studied the properties of the GREG estimator by [34] and postulated that the GREG estimators are bias-robust.

The concept of calibration estimators proposed by [20] is simply a class of linearly weighted estimators, of which the Generalized Regression (GREG) estimator is a special member. [20] have shown that all calibration estimators are asymptotically equivalent to the GREG-estimator.

The GREG-estimator under the simple random sampling design is defined as:

\[
\hat{y}_{GREG} = \hat{y}_{HT} + \left( \sum \bar{x}_k - \sum d_k x_k \right) \hat{B}
\]

with variance estimator given as:

\[
V(\hat{y}_{GREG}) = \sum \sum (d_k d_l - d_k) (g_k e_k - g_l e_l)
\]

where

\[
\hat{y}_{HT} = \sum d_k y_k
\]

is the Horvitz-Thompson-type estimator,

\[
\hat{B} = (\sum d_k c_k x_k x_k)^{-1} (\sum d_k c_k x_k y_k)
\]

is a vector of regression coefficients obtained by fitting the regression of \( y \) on \( x \) using the data \( (y_k, x_k) \) for the element \( k \in s \), \( x_k = (x_{k1}, ..., x_{jk}, ..., x_{KK}) \) is a column vector, \( d_k = 1/\pi_k \) is the sampling design weights where \( \pi_k \) is the inclusion probability \( [\pi_k = \sum_{k \in s} P(s); \pi_k > 0 \ \forall \ k] \), \( c_k \) is the tuning parameter [[always specified by the Survey Statistician] for this work \( c_k = 1 \ \forall \ k \)], \( g_k = 1 + c_k (\sum x_k - \sum d_k x_k) (\sum d_k c_k x_k x_k)^{-1} x_k \) is the weighting factor and \( e_k = y_k - x_k \hat{B} \) is the residual.

3.1.2 Isaki (1983) multivariate regression estimator

The [36] multivariate regression estimator in simple random sampling is given by

\[
\hat{S}_{\bar{y}R} = \hat{S}_{\bar{y}} + \sum B_i (S_{\bar{y}i} - \hat{S}_{\bar{y}i})
\]

with variance estimator given by:

\[
V(\hat{S}_{\bar{y}R}) = V(\hat{S}_{\bar{y}}) + \sum B_i V(\hat{S}_{\bar{y}i}) - 2 \sum B_i \sum B_j \text{Cov}(\hat{S}_{\bar{y}i}, \hat{S}_{\bar{y}j})
\]

+ \sum B_i B_j \text{Cov}(\hat{S}_{\bar{y}i}, \hat{S}_{\bar{y}j})

(4)
3.2 Stratified random sampling

3.2.1 Generalized Regression (GREG) estimator

The GREG-estimator under the stratified random sampling design is defined as:

$$\hat{Y}_{st,GREG} = \hat{Y}_{st,HT} + (\sum x_k - \sum d_kx_k) \hat{B}_{st}$$

with variance estimator given as:

$$\hat{\sigma}^2(\hat{Y}_{st,GREG}) = \sum_{h=1}^{H} N_h^2 \gamma_h S_{\epsilon_{h,k}}^2$$

Where

$$\hat{Y}_{st,HT} = \sum d_k y_{hk}$$ is the Horvitz-Thompson-type estimator, $S_{\epsilon_{h,k}}^2 = \frac{1}{n_h - 1} (g_k e_k - \frac{1}{n_h} \sum g_k e_k)^2$ is the stratum variance of the residual $e_k$, $e_k = y_k - x_k \hat{B}_{st}$, $g_k = 1 + c_k (\sum x_k - \sum d_kx_k) (\sum d_k c_k x_k x_k)^{-1} x_k$ is the weighting factor, $\hat{B}_{st} = (\sum d_k c_k x_k x_k)^{-1} (\sum d_k c_k y_{hk})$ is a vector of regression coefficients obtained by fitting the regression of $y$ on $x$ using the data $(y_{hk}, x_k)$ for the element $k \in s$, $x_k = (x_{1k}, ..., x_{jk}, ..., x_{jk})$ is a column vector, $d_k = 1/\pi_k$ is the sampling design weights where $\pi_k$ is the inclusion probability $[\pi_k = \sum_{k \in s} P(s); \pi_k > 0 \forall k]$, $\epsilon_k$ is the tuning parameter.

3.2.2 Isaki (1983) multivariate regression estimator

The multivariate regression estimator in stratified random sampling established by [36] is given by

$$S_{MR}^2 = S_{hy}^2 + \sum_{h=1}^{H} B_{hi} (S_{hxi}^2 - S_{hhi}^2)$$

with variance estimator given by:

$$\hat{\sigma}^2(S_{MR}^2) = V(S_{hy}^2) + \sum_{h=1}^{H} B_{hi}^2 V(S_{hxi}^2) - 2 \sum_{h=1}^{H} B_{hi} Cov(V(S_{hy}^2, S_{hxi}^2)) + \sum_{(s,j)} B_{hi} B_{hj} Cov(S_{hxi}^2, S_{hxi}^2)$$

4 The Proposed Multivariate Ratio Calibration Estimator

The calibration estimator for the stratified random sampling is defined by [37] as given by:

$$\bar{Y}_{st}(Tr) = \sum_{h=1}^{H} W_{h}^* \bar{Y}_{h}$$

where $W_{h}^*$ is the calibration weights which minimizes given calibration constraint(s).

Motivated by [37], let the suggested Multivariate Ratio Calibration Estimator be defined by:

$$\hat{Y}_{MR}^* = \sum_{h=1}^{H} \phi^* \bar{Y}_{h}$$

where $\phi^*$ is the pooled-weights called the Design-Calibration Weights.
Let $W^*_h$ and $W_h$ denote respectively, the calibration weights and the stratified sampling design weights associated with the $i$th auxiliary variable, so that the pooled-weights $\phi^*$ is defined by:

$$\phi^* = \sum_{i=1}^{p} W_{hi} W^*_h$$

(11)

where $W^*_h$ is chosen such that the loss function $L(W^*_h, W_h)$ defined by

$$L(W^*_h, W_h) = \sum_{h=1}^{H} \frac{(W^*_h - W_h)^2}{W_h Q_{hi}}$$

(12)

is minimized while satisfying a pooled-calibration constraint defined by

$$\sum_{i=1}^{p} \sum_{h=1}^{H} W^*_h \bar{x}_{hi} = \sum_{i=1}^{p} X_i$$

(13)

where $W_h$ is the stratum weights defined by $W_h = N_h/N$, $Q_{hi}$ is the calibration tuning parameter, $\bar{x}_{hi}$ is the sample stratum mean of the $i$th auxiliary variable and $X_i$ is the population total of the $i$th auxiliary variable.

Minimizing the loss function (12) subject to the pooled-calibration constraint (13) gives the calibration weights as:

$$W^*_h = W_h + \frac{W_h Q_{hi} \bar{x}_{hi}}{\sum_{i=1}^{p} \sum_{h=1}^{H} W_h Q_{hi} \bar{x}_{hi}} \left( \sum_{i=1}^{p} X_i - \sum_{i=1}^{p} \sum_{h=1}^{H} W_h \bar{x}_{hi} \right)$$

(14)

Substituting (14) in (11) and the subsequent results in (10) while setting $Q_{hi} = (\bar{x}_{hi})^{-1}$ gives the proposed Multivariate Ratio Calibration Estimator of total in stratified random sampling as:

$$\hat{Y}_{MR}^* = \sum_{i=1}^{p} W_{hi} R_i X_i$$

(15)

$$R_i = \frac{\sum_{h=1}^{H} W_h \bar{y}_h}{\sum_{h=1}^{H} W_h \bar{x}_{hi}}$$

So that

$$\hat{Y}_{MR}^* = W_{h1} R_1 X_1 + W_{h2} R_2 X_2 + W_{h3} R_3 X_3 + \cdots + W_{hp} R_p X_p$$

(16)

4.1 Estimator of variance for the proposed estimator

The most challenging limitation of the ratio estimation is that of deriving variance estimator that admits more than two auxiliary variables. Many authors have proposed various forms of multivariate ratio estimators in sample surveys [see 15,17,18,38] among others but their estimator of variance admit only two auxiliary variables (that is, bivariate ratio estimators). To derive estimator of variance that would admits as many auxiliary variables as desired, this paper adapts the variance estimation approach developed by [29] for the univariate ratio calibration estimator to multivariate ratio method estimation.

Let the multivariate ratio estimator of total under an ideal condition (without calibration) be defined by:
\[ \hat{Y}_{MR} = \sum_{i=1}^{p} N \hat{Y}_{Ri} \]  

(17)

So that

\[ \hat{V}(\hat{Y}_{MR}) = \sum_{i=1}^{p} N^2 \varphi(\hat{Y}_{Ri}) \]  

(18)

Similarly, let the multivariate ratio estimator of total under the calibration estimation be defined by:

\[ \hat{Y}_{MR}^* = \sum_{i=1}^{p} N \hat{Y}_{Ri}^* \]  

(19)

So that

\[ \hat{V}(\hat{Y}_{MR}^*) = \sum_{i=1}^{p} N^2 \varphi(\hat{Y}_{Ri}^*) \]  

(20)

The estimator of variance of the conventional combined ratio estimator by [1], in stratified sampling is given by:

\[ \hat{V}(\bar{Y}_h) = \sum_{h=1}^{H} W_h^2 \bar{Y}_h S_{dh}^2 \]  

(21)

where

\[ S_{dh}^2 = (S_{hy}^2 + R^2 S_{hx}^2 - 2RS_{hxy}) \]

Let the estimator of variance of the proposed multivariate ratio calibration estimator under the stratified sampling be defined by:

\[ \hat{V}(\bar{Y}_h^*) = \sum_{h=1}^{H} W_h^2 \varphi_h S_{dh}^2 \]  

(22)

where \( \varphi_h \) is the new calibration weights, chosen such that the loss function \( L(\varphi_h, \gamma_h) \) defined by

\[ L(\varphi_h, \gamma_h) = \sum_{h=1}^{H} \frac{(\varphi_h - \gamma_h)^2}{\gamma_h q_{hi}} \]  

(23)

is minimized while satisfying the pooled-calibration constraint of the form:

\[ \sum_{i=1}^{p} \sum_{h=1}^{H} \varphi_h s_{hx_i}^2 = \sum_{i=1}^{p} S_{hx_i}^2 \]  

(24)

where \( s_{hx_i}^2 \) and \( S_{hx_i}^2 \) are known sample stratum variance and population stratum variance of the \( i \)th auxiliary variable \( (X_i) \) respectively, \( q_{hi} \) is the new calibration tuning parameter and \( \gamma_h = \left( \frac{1}{n_h} - \frac{1}{N_h} \right) \).
Minimizing the loss functions (23) subject to the calibration constraint (24) gives the new calibration weights for the variance as

$$\varphi_h = \gamma_h + \sum_{i=1}^{p} \frac{\gamma_h s_{hi} s_{hi}^2}{\sum_{i=1}^{p} \sum_{h=1}^{H} \gamma_h s_{hi} s_{hi}^2} \left[ \sum_{i=1}^{p} \sum_{h=1}^{H} \gamma_h s_{hi}^2 - \sum_{i=1}^{p} \sum_{h=1}^{H} \gamma_h s_{hi}^2 \right] \tag{25}$$

Substituting equation (25) in equation (22) and setting $q_{hi} = s_{hi}^{-2}$ gives

$$\psi(\bar{y}_h^2) = \sum_{h=1}^{H} W_h^2 \gamma_h s_{dh}^2 + \frac{\sum_{i=1}^{h=1} W_h^2 \gamma_h s_{dh}^2}{\sum_{i=1}^{p} s_{hi}^2} \left[ \sum_{i=1}^{p} \gamma_h s_{hi}^2 - \sum_{i=1}^{p} s_{hi}^2 \right] \tag{26}$$

where $s_{hi}^2 = \sum_{h=1}^{H} \gamma_h s_{hi}^2$

By setting $Q_{hi} = (x_{hi})^{-1}$ in equation (14) and substituting the results in equations (26) and (20) respectively; gives the estimator of variance of the proposed multivariate ratio calibration estimator of total as:

$$\varphi(\bar{y}_{MR}) = \sum_{h=1}^{H} N_h^2 \gamma_h s_{dh}^2 \tag{27}$$

Where $s_{dh}^2 = \left( \frac{\sum_{i=1}^{p} R_i^2 s_{hi}^2}{\sum_{i=1}^{p} R_i^2 s_{hi}^2} - 2 \sum_{i=1}^{p} R_i^2 s_{hi}^2 + 2 \sum_{i=1}^{p} R_i^2 s_{hi}^2 \right)$.

$$\gamma_h = \left( \frac{1}{n_h} - \frac{1}{N} \right) R_i = \sum_{h=1}^{H} W_h \gamma_h / \sum_{h=1}^{H} W_h \gamma_h$$

$$\tau = \left( \frac{\sum_{i=1}^{p} s_{hi}^2}{\sum_{i=1}^{p} s_{hi}^2} \right), \xi = \left( \frac{\sum_{i=1}^{p} s_{hi}^2}{\sum_{i=1}^{p} s_{hi}^2} \right), W_h = [N_h / N] \text{ is the stratum weights and } s_{hi}^2 \text{ is the population stratum covariance between the } i\text{th auxiliary variable and the } j\text{th auxiliary variable, } s_{hi}^2 \text{ is the population stratum covariance between the } i\text{th auxiliary variable and the study variable and } s_{hi}^2 \text{ is the population stratum variance of the study variable.}$$

It should be noted here that $\tau$ and $\xi$ are the precision factors attributed to the pooled-constraints of equations (9) and (20) respectively.

Under an ideal condition the estimator of variance of the multivariate ratio estimator of total in stratified random sampling is given by:

$$\psi(\bar{y}_{MR}) = \sum_{h=1}^{H} N_h^2 \gamma_h \left[ s_{dh}^2 + \sum_{i=1}^{p} R_i^2 s_{hi}^2 - 2 \sum_{i=1}^{p} R_i^2 s_{hi}^2 + 2 \sum_{i=1}^{p} R_i^2 s_{hi}^2 \right] \tag{28}$$

Under the calibration estimation, the estimator of variance of the multivariate ratio estimator of total in simple random sampling without replacement (SRSWOR) is given by:

$$\psi(\bar{y}_{MR}) = N^2 \tau^2 \gamma \left( s_{fh}^2 + \sum_{i=1}^{p} R_i^2 s_{hi}^2 - 2 \sum_{i=1}^{p} R_i^2 s_{hi}^2 + 2 \sum_{i=1}^{p} R_i^2 s_{hi}^2 \right) \tag{29}$$

Where,
\[ \gamma = \left( \frac{1}{n} - \frac{1}{n} \right), \quad R_i = \bar{y}/\bar{x}_i, \quad \bar{x}_i = \sum_{i=1}^{n} x_i, \quad \tau = \left( \frac{\sum_{i=1}^{p} x_i^2}{\sum_{i=1}^{n} x_i^2} \right), \quad \xi = \left( \frac{\sum_{i=1}^{p} x_i^2}{\sum_{i=1}^{n} x_i^2} \right), \quad S_{xixj} \text{ is the population covariance between the } i\text{th auxiliary variable and the } j\text{th auxiliary variable, } S_{xy} \text{ is the population covariance between the } i\text{th auxiliary variable and the study variable and } S_i^2 \text{ is the population variance of the study variable.} \\

\]

Similarly, under an ideal condition the estimator of variance of the multivariate ratio estimator of total in simple random sampling without replacement (SRSWOR) is given by:

\[ \hat{V}(\hat{Y}_{MR}) = N^2\gamma[S_i^2 + \sum_{i=1}^{p} R_i^2 S_i^2 - 2 \sum_{i=1}^{p} R_i S_{xixj} + 2 \sum_{i\neq j} R_i R_j S_{xixj}] \quad (30) \]

### 5 Empirical Study

An empirical study was carried out to estimate the population total of a simulated population and compare the performance of the proposed estimator to that of GREG-estimator.

#### 5.1 Background and analytical set-up

A population \((y_n \text{ and } x_n, i = 1, 2, 3, 4)\), which has 8 strata in which each stratum differs from others was simulated. The difference was achieved by using different error terms \(e_h\). An assisting model of the form:

\[ y_h = \beta_0 + \beta_1 x_{1h} + \beta_2 x_{2h} + \beta_3 x_{3h} + \beta_4 x_{4h} + e_h \]

was designed to generate the \(y_h\) where \(h\) is the number of strata \((h = 1, 2, ..., 8)\) and \(e_h\) are independently generated by the standard normal distribution. The coefficients \(\beta_i\) \((i = 0, 1, 2, 3, 4)\) were randomly generated from a uniform distribution while \(y_h, x_{1h}, x_{2h}, x_{3h} \text{ and } x_{4h}\) were randomly generated from normal distribution with different parameters.

The simulation study was conducted using the R-statistical package. There were \(M = 1,500\) for the \(m\)-th run \((m = 1, 2, ..., M)\), a Bernoulli sample is drawn where each unit is selected into the sample independently, with inclusion probability \(\pi_i = n/N\). For simplicity the tuning parameter \(Q_{hl}\) was set to unity \((Q_{hl} = 1)\). A sample of size 200 was selected randomly from the simulated population index-wise, that is if index \(h\) is selected then the sample elements will have \(y_h, x_{1h}, x_{2h}, x_{3h} \text{ and } x_{4h}\). The corresponding GREG-estimator and calibration estimator of \(Y\) were computed. The results of the analysis are given in Tables 1 and 2.

#### 5.2 Comparisons with existing estimators

For a given estimator (say) \(\hat{Y}_{i}^{*}\), let \(\gamma^{(m)}\) be the estimate of \(\hat{Y}_{i}^{*}\) in the \(m\)-th simulation run; \(m = 1, 2, ..., M\) \((=1,500)\). To compare the performances of the proposed multivariate calibration ratio estimator with that of the GREG-estimator the following criteria; bias \((B)\), mean square error \((MSE)\) and the percentage relative efficiency \((PRE)\) were used. Each measure is calculated as follows:

\[ (i) \quad B(\hat{Y}_{i}^{*}) = \bar{Y}_{i}^{*} - \hat{Y}_{i}^{*} \]

where \(\bar{Y}_{i}^{*} = \frac{1}{M} \sum_{m=1}^{M} \hat{Y}_{i}^{*}(m)\)

\[ (ii) \quad MSE(\hat{Y}_{i}^{*}) = \sum_{m=1}^{M} \left( \hat{Y}_{i}^{*}(m) - \bar{Y}_{i}^{*} \right)^2 / M \]

where \(\hat{Y}_{i}^{*}(m)\) is the estimated total based on sample \(m\) and \(M\) is the total number of samples drawn for the simulation.
(iii) The percent relative efficiency (PRE)

The percent relative efficiency (PRE) of an estimator $\theta$ with respect to the [36] multivariate regression estimator $(\hat{S}_{MR}^2)$ in stratified sampling is defined by:

$$PRE(\theta, \hat{S}_{MR}^2) = \frac{V(\hat{S}_{MR}^2)}{V(\theta)} \times 100$$

### Table 1. Performance of estimators

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Simple random sampling</th>
<th>Stratified random sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{S}_{MR}^2$</td>
<td>4.368</td>
<td>100.00</td>
</tr>
<tr>
<td>$\hat{Y}_{GREG}$</td>
<td>2.484</td>
<td>184.005</td>
</tr>
<tr>
<td>$\hat{Y}_{MR}^*$</td>
<td>0.623</td>
<td>260.022</td>
</tr>
</tbody>
</table>

### Table 2. MSEs of proposed estimators under different conditions

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Ideal condition</th>
<th>Calibration design</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{Y}_{MR}^*$</td>
<td>1872.0492</td>
<td>1402.234</td>
</tr>
<tr>
<td>$\hat{Y}_{st,MR}^*$</td>
<td>1178.684</td>
<td>893.643</td>
</tr>
</tbody>
</table>

### 6 Discussion of Results

Table 1 summarizes the statistics corresponding to each estimator under simple random sampling and stratified random sampling. Table 2 gives the MSEs of the proposed estimator under ideal condition and calibration design.

The true population (simulated) total is 13,565 while the estimated total by the GREG and proposed estimators are 13,654.045 and 13,564.632 respectively. It is evident that the proposed multivariate ratio calibration estimator is a better approximation of the true population total than the GREG-estimator.

Numerical results for the Percent Relative Efficiency (PREs) under the simple random sampling reveals that the proposed Multivariate Ratio Calibration Estimator ($\hat{Y}_{MR}^*$) has 160 percent gains in efficiency while the Generalized Regression Estimator ($\hat{Y}_{GREG}$) has 84 percent gains in efficiency; this shows that the proposed Multivariate Ratio Calibration Estimator ($\hat{Y}_{MR}^*$) is 76 percent more efficient than the Generalized Regression Estimator ($\hat{Y}_{GREG}$).

Similarly, numerical results for the Percent Relative Efficiency (PREs) under the stratified random sampling reveals that the proposed Multivariate Ratio Calibration Estimator ($\hat{Y}_{MR}^*$) has 155 percent gains in efficiency while the Generalized Regression Estimator ($\hat{Y}_{GREG}$) has 80 percent gains in efficiency; this shows that the proposed Multivariate Ratio Calibration Estimator ($\hat{Y}_{MR}^*$) is 75 percent more efficient than the Generalized Regression Estimator ($\hat{Y}_{GREG}$).

This means that in using the proposed Multivariate Ratio Calibration Estimator ($\hat{Y}_{MR}^*$) one will have 76 and 75 percent efficiency gain over the Generalized Regression Estimator ($\hat{Y}_{GREG}$) under the simple random sampling and stratified random sampling respectively.

Table 2 showed that the proposed estimators under the calibration design are respectively more efficient than their corresponding counterparts under ideal condition both under the simple random sampling and stratified
random sampling. This is in line with established fact in the literature of sampling survey that estimation under the calibration design gives better appealing results than estimation under ideal condition [39-40].

In terms of bias, the proposed Multivariate Ratio Calibration Estimator \(\hat{y}_{MR}^*\) is better than the Generalized Regression Estimator \(\hat{y}_{GREG}\) under all sampling designs considered.

7 Conclusion

Sequel to the discussion of results above, it is concluded that the proposed Multivariate Ratio Calibration Estimator \(\hat{y}_{MR}^*\) fares better than the Generalized Regression Estimator \(\hat{y}_{GREG}\) both in efficiency and biasedness. This is against an established fact in survey sampling literature that the Generalized Regression Estimator \(\hat{y}_{GREG}\) is always more efficient than both the ratio and product estimators.

Therefore, the suggested Multivariate Ratio Calibration Estimator is very attractive to survey researchers as it gives consistent and more precise estimates of the population parameters.
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